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a b s t r a c t

This paper presents an optimisation-based method for the screening and conceptual design of processes
with heterogeneous catalytic reactors. The method follows a multi-level approach to process synthesis
to establish performance targets and identify high-performance designs. At each level, process super-
structures are optimised to explore performance limits of the system and to guide the understanding of
eywords:
eaction engineering
rocess synthesis
eterogeneous catalysis
uperstructure optimisation

the relationships between individual design features and process performance. This enables the design
engineer to explore trade-offs between performance and structural complexity in a coordinated manner.
The method leads to a number of potential design candidates that provide the design engineers with
insight into the performance gains that can be expected by increasing design complexity. The method
has been developed and implemented for heterogeneously catalysed gas-phase reaction systems and is

le in
tyrene illustrated with an examp

. Introduction

Conceptual design for process systems with chemical reac-
ions remains a challenging task. Despite the significant progress
f optimisation-based process synthesis methods, most industri-
lly relevant systems are considerably more complex and cannot
eadily be addressed with existing approaches. Existing concep-
ual process synthesis approaches for reaction systems (e.g. [1–7])
nd reaction–separation systems [8–11] are generic and allow
arge numbers of alternative designs to be searched systematically,
ncluding various reactive separation options, but exhibit multiple
imitations in their ability to address common industrial systems. In
articular, the existing approaches struggle to adequately address
eterogeneously catalysed gas-phase reaction systems, which are
ypically described by complex kinetics and where heat man-
gement plays a major role in terms of design feasibility and
erformance. There is need to develop tailored approaches that
rovide the ability to capture large numbers of process design
lternatives whilst incorporating practical process design limi-
ations and the complex kinetic models typically developed to

escribe heterogeneously catalysed reactions. Existing approaches
re generic in nature and have not been tailored to this class of
ystems.
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ersity at Qatar, Education City, PO Box 23874, Doha, Qatar.
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styrene production.
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The development and design of a heterogeneously catalysed
chemical process is still largely sequential. Specific design issues
such reactor design, separation systems design or energy integra-
tion are addressed as separate steps, one at a time. The overall
success of the design activity is hampered by the lack of system-
atic support tools to assist scientists and engineers involved in
the design processes to identify innovative solutions reliably and
quickly in the context of the overall design trade-offs. For instance,
for many exothermic or endothermic reaction systems, efficient
energy management at the reactor and at the process level will
have a strong impact on economic success. It is therefore desir-
able for such systems to develop a process synthesis approach that
can exploit the trade-offs of the entire reaction–separation–energy
management system in an integrated fashion.

This paper presents an optimisation-based targeting and design
strategy that makes use of an optimisation-based process synthe-
sis approach for the systematic identification of conceptual process
designs for heterogeneously catalysed gas-phase reaction pro-
cesses with the use of process superstructures. Section 2 describes
the overall synthesis strategy. The superstructure model develop-
ments are explained in Section 3 followed by a description of the
adopted optimisation approach. An example in styrene production
is presented to illustrate the approach.
2. Background and synthesis strategy

Large numbers of design alternatives are generally possible
for reactor–separator–recycle systems. These arise from alterna-
tive design decisions in various parts of the process structure. For

dx.doi.org/10.1016/j.cej.2010.08.006
http://www.sciencedirect.com/science/journal/13858947
http://www.elsevier.com/locate/cej
mailto:patrick.linke@qatar.tamu.edu
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nstance, decisions on feeding and recycling policies, the number
f reaction zones, sizes and types of units, all give rise to dis-
inct designs with differences in relative performance. The goal
f process synthesis approaches is to guide the design engineer
owards selection of the best performing designs from the pos-
ible alternatives. Thus, a process synthesis approach must be
ased on a representation capable of capturing the large number
f design alternatives. Besides the representation of alternatives,
rocess models need to be deployed to predict the performance
nd feasibility of the different design alternatives and to enable the
dentification of optimal settings for the design variables with the
elp of superstructure optimisation models.

Whilst offering the potential to represent the possible
lternative process structures, current superstructure-based pro-
ess synthesis approaches are generic and do not allow the
ncorporation of constraints and limitations often observed in het-
rogeneously catalysed reaction systems. In order to effectively
ddress such systems, a tailored approach is developed that handles
eactor-separator process design together with heat integration.
he individual elements of the superstructure representations and
he optimisation approach are presented in the next section.

The application of superstructure optimisation by searching all
ossible design alternatives simultaneously in a single run often
roduces complex designs which are later rendered impracti-
al. Instead, superstructures should be deployed to contribute to
nowledge generation. Typically, at the beginning of the process
ynthesis activity, simple process structures (reference structures)
re developed as starting points by drawing on past experiences
ith similar systems. At this point, very little is known about

he opportunities to enhance process performance by advanced or
ovel process designs. Thus, the purpose of the superstructure opti-
isation is to help answer a number of key design questions in a

tructured manner:

What is the performance of the reference designs?
What is the best possible design performance (target) that can be
achieved for this system, regardless of complexity? How far from
this target are the reference designs?
Which design features are present in high-performance designs?
What is their contribution to enhancing design performance?
How much performance is gained by increasing the complexity
of the design?

We propose a multi-level synthesis strategy to develop answers
o these questions with the help of superstructure optimisa-
ions at each level. The strategy is illustrated in Fig. 1. Optimal
earches of reduced and full superstructures are carried in struc-
ured steps to facilitate the understanding of the system by the
ngineer in terms of base case performance, performance tar-
ets and performance–complexity relationships. This enables the
eliable identification of the potential improvements in process
erformance along with the additional design features associated.
t the conceptual design level, the synthesis approach includes two
eparate levels with the second level consisting of two synthesis
teps:

Level 1: Establishment of a benchmark through identification of
the optimal performance of reference structures. At this level, the
superstructures are reduced to maintain connectivity and unit
functionality. Only continuous and unit specific design variables
are exploited in optimisation.

Level 2A: Identification of the performance limit (target) of
the system. At this level, the full superstructures are searched,
allowing all design variables to be exploited in optimisation.
For instance, all possible interactions between feed, bypass and
recycle streams with multiple reaction zones are allowed to be
Fig. 1. Multi-level approach for screening and conceptual design.

explored. From the resulting optimal design candidates, the per-
formance limit is obtained and insights into promising process
features are obtained from the identified high-performance solu-
tions.

• Level 2B: Identification of relationships between process perfor-
mance and specific design features and combinations thereof.
The superstructure optimisations performed at Level 2A yield
high-performance designs typically containing features differ-
ent from the reference structures. At this level, these features are
systematically investigated through the optimisation of reduced
superstructures by increasing the search space from simple to
complex designs. Starting from the base case structures, the
search space is increased by adding the identified potentially
beneficial process design features observed at Level 2A. Conse-
quently, the design complexity is increased and the resulting
improvement in process performance can be assessed. This stage
is iterative and the understanding acquired in each iteration
drives the search in subsequent searches. In each iteration,
complexity (number of reactive units and/or number of stream
connections) is increased and the resulting superstructure is opti-

mised.

Level 2B yields design candidates deemed promising by the
design engineer in terms of the acceptable balance between per-
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ormance and structural complexity. Levels 1 and 2 constitute the
onceptual design levels of the approach. Additional synthesis lev-
ls address the evolution of the identified conceptual designs with
he help of more detailed process models. This further evolution of
he design is not addressed here and will be presented in a separate
ublication.

The proposed multi-level synthesis approach employs super-
tructure optimisation at the various levels of the search. The
mployed superstructure optimisation framework builds upon
revious work by Linke and Kokossis [10,12] which has proven
obust in a number of complex applications in bioreaction systems
13,14], reactive and reaction–separation problems [10,15] and a
omplex case study involving heterogeneously catalysed reactions
or acetic acid production [16]. This paper introduces refine-

ents to the superstructure optimisation framework to enable
pplications involving heterogeneously catalysed reactors. More
mportantly, it focuses on the application of superstructure opti-

isation as part of the overall synthesis strategy, i.e. on how the
uperstructure optimisation framework is applied during the syn-
hesis exercise by systematically extracting design alternatives in
multi-level approach.

. Synthesis units and network representation

The process synthesis representations build upon the basic syn-
hesis units and superstructure representation introduced by Linke
nd Kokossis [10]. A superstructure includes several reactor units
onnected in every possible way through mixers and splitters.
eparation units are included to enable reactor–separator–recycle
tructures. Superstructure representations are customised for het-
rogeneously catalysed gas-phase reaction systems and adapted to
nclude practical constraints that are observed in practical appli-
ations. At the outset of the synthesis exercise in Level 2A, the
rocess structure is unknown and the combinatorial complexity

s generally high. The main design decisions that need to be made
or heterogeneously catalysed gas-phase reaction systems include
eactor design and operation, interactions via recycles between
eaction and separation systems, and separation system design and
peration. The reaction representations include combinations of
eneric units that embed options relating to mixing (plug-flow or
ell-mixed), temperature policies, mass of catalyst and constraints

egarding heat management and component concentrations. The
nergy management constraints for individual reactor units are
erived from physical limits that are present in different hetero-
eneously catalysed reaction system designs. Concentration limits
re incorporated as design constraints and can be set with respect to
ifferent components to incorporate safety constraints. Separations
re represented in aggregated form to decompose the design prob-
em. Energy integration is performed for each solution explored
o consistently assess the performance of designs that have been
ptimised for energy efficiency.

.1. Reactor unit representation

The models employed for the representation of catalytic reactors
re continuously stirred tank reactor (CSTR) and approximation
f the pseudo-homogeneous one-dimensional plug-flow reactor
PFR) model. The PFRs are approximated by a series of isother-

al equal catalyst load sub-CSTRs as proposed by Kokossis and
loudas [1]. Fixed-bed reactors (FBRs) or multi-tubular reactors
MTRs) can be represented conceptually by this approximation.

on-isothermal effects are incorporated using the temperature
rofile approach as described in Linke and Kokossis [10]. This
pproach allows non-isothermal effects to be described without
he need to converge energy balances in the simulation of a reactor

odule. The basic model equations for the CSTR and PFR reactor
ineering Journal 163 (2010) 438–449

units as part of the superstructure formulations are presented in
Linke and Kokossis [12] and not repeated here.

Theoretically, if catalyst pellets are considered, internal mass
transfer limitations inside the pellets can occur. The incorporation
of diffusion process models and catalyst pellet design aspects into
the reactor synthesis units is presented elsewhere [17] and can be
adopted when needed. However, in all applications of the presented
method, internal diffusion processes were either lumped into the
kinetic expressions or assumed negligible.

The pressure losses for the approximation of the pseudo-
homogeneous one-dimensional PFR model without radial temper-
ature profile approximation are considered to follow Ergun [18]
equation. The Ergun expression models the pressure losses (Pt)
along the length of the reactor (z) as:

−�Pt

�z
= f

�gu2
0

dp
(1)

where f is the friction factor, �g is the gas density, u0 is the super-
ficial velocity and dp is the diameter of the catalyst particle. If the
reactor is discretised in segments, the pressure losses can be rep-
resented as:

�Pt

�z
= f

�gu2
0

dp
(2)

Ergun proposed the following expression for the friction factor:

f = 1 − ε

ε

[
a + b(1 − ε)

Re

]
a = 1.75
b = 150

(3)

where ε is the void fraction of the catalyst bed and Re is the Reynolds
number. The pressure losses inside the reactors vary depending on
the type of reactor. The pressure losses for CSTRs are assumed to
be a typical value in early synthesis stages.

Certain constraints are particular to the heterogeneously
catalysed gas-phase reaction systems. They can be divided in
concentration constraints and temperature and heat transfer con-
straints. Concentration constraints refer to limits on the amounts
of specific components in order to avoid problems such as unsafe
scenarios (e.g. high concentrations of oxygen at elevated temper-
atures) or conditions leading to fast catalyst deactivation (e.g. to
low steam-to-reactant ratio). Such concentration limits are directly
incorporated in the problem formulation as inequality constraints.
Temperature constraints limit the maximum allowable tempera-
ture in the system, whereas heat transfer constraints stem from
the physical limits of catalytic reactors and are captured by our
representation as described in the next paragraphs.

CSTRs operate isothermally with the reactor temperature being
a degree of freedom. For reactors with plug-flow, the shape of the
imposed temperature profile is optimised. In order to ensure fea-
sibility of the imposed temperature profile, the amount of heat to
be exchanged between each reactor (qreactor) or section of a reactor
(qisc) and the utility media has to be physically achievable. For a
given reactor with a given temperature profile, two heat balances
are performed to establish feasibility. First, a heat balance is set
up for feed and product streams to determine the heat released or
added to or from a CSTR or PFR section:

• For a CSTR (reactor):

qreactor =
ncomp∑

mic,reactorhic,reactor(Treactor)
ic=1

−
ncomp∑

ic=1

mic,in reactorhic,in reactor(Tin reactor) (4)
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Fig. 2. Heat exchange media temperature profiles for a PFR form

For the first cell of a PFR (isc = 1):

qisc=1 =
ncomp∑
ic=1

mic,isc=1hic,isc=1(Tisc=1)

−
ncomp∑
ic=1

mic,in reactorhic,in reactor(Tin reactor) (5)

For a subsequent cell a PFR (isc > 1):

qisc =
ncomp∑
ic=1

mic,ischic,isc(Tisc) −
ncomp∑
ic=1

mic,isc−1hic,isc−1(Tisc−1) (6)

here hic is the enthalpy of each component, mic is the molar flow
f each component, Tin reactor is the inlet temperature of the reac-
or, Treactor is the operating temperature of the reactor and Tisc
s the operating temperature of each section of reactor. Next, the
emperature of the utility medium is calculated as:

For a CSTR (reactor):

Tutility = Treactor − qreactor

UA
(7)

For a cell of a PFR:

Tutility isc = Tisc − qisc

UA
(8)

here U is the overall heat transfer coefficient, A is the heat
xchange area, Tutility is the temperature of the utility media for a
eactor and Tutility isc is the temperature of the utility media for each
ection of reactor. If this temperature stays within acceptable limits
Fig. 2), which are directly linked to the reactor types and features,
he heat exchange is considered to be feasible. Therefore, a design
n which all reaction sections meet this heat exchange constraint
s considered a feasible solution in the optimal search. Otherwise,
he design is rejected during the optimisation.

For the approximation of a one-dimensional PFR model,

he temperature imposition method assumes that the reactor
xchanges heat with as many heat exchangers as sub-CSTRs
mployed for the PFR approximation (Fig. 3). Such a scenario leads
o a temperature profile of the utility media that does not follow
progression along the reactor, which can be physically achieved

Fig. 3. Cooled PFR represented by nine sub-CSTRs th
nine sub-CSTRs that exchanges heat with nine heat exchangers.

with an independent heat exchanger for each control volume of
the reactors (see in Fig. 2 the scattered points of Tutility isc vs. sub-
CSTR). Although this situation can be considered as an ideal case
and is impractical from an application viewpoint, it allows narrow-
ing the search space and focussing the efforts on promising regions
disregarding the options that even in these ideal circumstances,
still require impossible heat exchange scenarios. Other impracti-
cal scenarios identified are those in which a single reactor requires
heating and cooling. Detailed information on the reactor models
employed are presented in Appendix A.

3.2. Separation system representation

The separation units of the superstructures are represented and
modelled as sequences of separators in the form of input-output
models as described in Linke and Kokossis [12]. The input to each
separator determines its output based on component split frac-
tions. The units are associated with cost expressions and developed
as follows. In case of grassroots design, the separation-sequencing
problems are repeatedly solved using appropriate synthesis tech-
niques for different feeds to develop a separation sequence cost as
a function of the feed flow and feed composition. In retrofit cases
where the separation equipment shall be kept, the separation trains
are either modelled using short-cut models and simulated on the
fly. Alternatively similar to the grassroots design case, separation
train simulations are repeatedly solved followed by equipment cost
estimations for different feeds to develop a separation sequence
cost as a function of the feed flow and feed composition.

Since the components present in the reaction section are known
and constitute the feed to the separation section, their flow and
composition ranges can be estimated to narrow the ranges to be
used in developing the cost function.

3.3. Energy integration

Energy management has significant impact on design per-
formance. We therefore energy integrate each design generated

during optimisation. The Problem Table Algorithm [19] is used to
evaluate maximal heat recovery within system. The external util-
ities are selected according to the temperature at which they are
required and their flows are estimated through heat balances. The
Townsend and Linnhoff [20] method is adopted for estimating heat

at exchanges heat with nine heat exchangers.
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Fig. 4. Implementation o

xchanger area targets. The minimum number of heat exchange
nits is calculated form equation proposed by Linnhoff et al. [21].
he heat recovery pinch value and position correspond to an eco-
omic minimum temperature difference between the energy and
he capital costs of the heat exchanger network. The outputs of the
nergy integration are the heat exchange area, the number of units
hat form the network and the external utilities required.

. Network optimisation

The superstructures consisting of reactor and separator units
re optimised using the Tabu Search meta-heuristics [10]. The
mployed objective functions for process designs screening can in
rinciple be any function of variables of the system, i.e. flow rates,

ompositions, equipment sizes, or energy demand. The default
bjective function employed in this work is the annual gross profit
AGP). The default AGP takes into account the capital and opera-
ional costs of the key equipment items. These are compressors,
eactors, reboilers and condensers of distillation columns and the
u Search (TS) algorithm.

heat exchanger network. The AGP is calculated as:

AGP = product value − operating cost − capital cost

× annualisation factor (9)

where

annualisation factor = i · (1 + i)PBP(
(1 + i)PBP − 1

) (10)

in which i is the interest rate and PBP the payback period.
The network optimisation is performed using Tabu Search [22].
Tabu Search applications have been applied to the synthesis of
heat exchanger networks [23], in batch plant process design
[24], reactor networks [6] and in reaction–separation and reac-
tive/separation systems [10,12]. Tabu Search algorithm for the
multi-level approach is implemented as shown in Fig. 4. A single

optimisation study using Tabu Search consists of multiple optimal
searches starting from different initial solutions [12].

Tabu Search explores the search space of feasible solutions by
performing a series of random moves (alterations on the current
state). As a result, moves are associated with the degrees of freedom
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Fig. 5. Superstructure representa

f the optimisation. The set of moves considered during super-
tructure optimisation varies between the different levels of the
roposed multi-level synthesis approach. The moves can be clas-
ified into moves on continuous design variables (e.g. unit sizes)
nd discrete design variables (e.g. existence of units and connec-
ions). At Level 1, process structures are limited to the reference
tructures only and very limited discrete options are considered
e.g. tube diameter in a tubular reactor). At Level 2A, the full super-
tructures are searched and all discrete decisions are considered to
nable performance targeting. Then, at Level 2B, the discrete vari-
bles are again limited to explore in detail those specific design
eatures that are identified at Level 2A. Thus, the superstructure
ptimisation problems encountered at Level 2A of the proposed
ulti-level synthesis strategy are the most complex.
The superstructure optimisation considers the following moves,

ith the synthesis level at which the moves are considered speci-
ed in brackets:

the addition/removal of generic units (Level 2A),
the change of type of a generic unit (Level 2A),
the change in size of a generic unit (Level 1, Level 2A, Level 2B),
the re-sizing of generic units while keeping the overall network
size (Level 1, Level 2A, Level 2B),
the addition/removal of streams that interconnect generic units
including recycles and bypasses (Level 2A – full connectivity,
Level 2B – limited connectivity),
the change of source/sink position of the streams that intercon-
nect generic units (Level 2A – full connectivity, Level 2B – limited
connectivity),
the change in split fractions of streams that interconnect generic
units (Level 1, Level 2A, Level 2B),
changes in temperature profiles for non-isothermal reactors,
such as the change of the temperature profile direction (ascend-
ing/descending), or the modification of the parameters that

define the temperature profile of a generic unit (Level 1, Level
2A, Level 2B),
the increase/decrease of the operating temperature for isother-
mal generic units if temperature is a variable for optimisation
(Level 1, Level 2A, Level 2B).
r the styrene production process.

• the general increase/decrease of the temperature of all the
generic units that form the network (Level 1, Level 2A, Level 2B),

• the decrease/increase of the temperature of all units and the
increase/decrease of the size of all the generic units (Level 1, Level
2A, Level 2B),

• the increase/decrease of the size of a generic unit and the
decrease/increase of its temperature while increasing/decreasing
the temperature of the rest of generic units (Level 1, Level 2A,
Level 2B),

• in cases where the amount of a network feed stream is a variable
for optimisation (Level 1, Level 2A, Level 2B):
◦ the increase/decrease in feed flow rate,
◦ the increase/decrease of its amount and the addition/removal

of another feed stream bypass,
◦ the increase/decrease of its amount and the decrease/increase

in the temperature of a generic unit,
◦ the increase/decrease of its amount and the decrease/increase

in the temperature of all the generic units.
• the increase/decrease of catalyst particles size (Level 1, Level 2A,

Level 2B).
• the increase/decrease of reactor diameters. The generic units that

represent are considered to be vessels and their diameters are
treated as continuous variables (Level 1, Level 2A, Level 2B).

• the increase/decrease of the nominal diameter of tubes inside
MTRs. As a default standard, we have considered schedule 40
tubes in this work (Level 1, Level 2A, Level 2B).

• the increase/decrease of the number of reactor tubes (Level 1,
Level 2A, Level 2B).

• the increase/decrease of the void fraction of the catalyst bed in
FLBRs (Level 1, Level 2A, Level 2B).

The superstructure optimisation framework with its optimi-
sation algorithm (Tabu Search) has been implemented in Fortran
using Compaq Visual Fortan Standard Edition 6.6.0 as an extension

of the implementation described in Linke and Kokossis [12]. The
non-linear systems of equations that define the simulation problem
solved for each design instance explored during the optimisation
problem are solved using the NEQLU routine by Chen and Stadtherr
[25].
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representation has been included and the process optimised to
determine the optimum reactor volume and inlet temperature. The
design and operating conditions for the adiabatic reactor are pre-
sented in Table 2. The optimal volume identified for this case is the

Table 1
Feed to the styrene production process.

Parameter Unit Value
Fig. 6. Reaction paths and rate expre

. Illustrative example

A case study in the production of styrene is used to illustrate
he methodology. Styrene can be produced commercially by dehy-
rogenation of ethylbenzene or via ethylbenzenehydroperoxide.

n this work, the gas-phase heterogeneously catalysed dehydro-
enation of ethylbenzene [26] is the selected production process.
he feed in gaseous state (ethylbenzene with impurities along with
team) is heated before being fed to the reaction units (Fig. 5).

The kinetics for the catalytic dehydrogenation of ethylbenzene
o produce styrene (Fig. 6) are taken from the ATHENA Process
imulation Framework case study (Silvaco International, 1994):
Catalytic production of styrene”. The kinetic constants follow the
rrhenius expression. For the same kinetic parameters as the ones
mployed here, Abdalla et al. [27], Elnashaie and Elshishini [28],
nd Yee et al. [29] have compared the performances obtained
ith two different reactor models: (1) a pseudo-homogeneous

ne-dimensional PFR model without radial temperature profile
pproximation; (2) a more detailed heterogeneous model that
akes into account the diffusion in the catalyst pellet. All studies
oncluded that both models showed very similar performances due
o the fact that mass transfer does not limit the reactions in the
ystem. These conclusions were reached for catalyst particles with
qual or bigger diameter, than the ones employed here. Therefore,
odels based on a pseudo-homogeneous PFR model that does not

ake into account diffusion in the catalyst pellet, can be employed
ere without experiencing inaccuracies.

The process is optimised given a fixed feed rate of ethylben-

ene with impurities of 32,000 ton/yr [30]. The feed composition
s presented in Table 1. The amount of the second feed (steam) is
etermined by the optimisation search. Unreacted and produced
omponents (ethylbenzene, styrene, toluene, benzene, ethylene,
ethane, steam, carbon monoxide, carbon dioxide and hydrogen)
for the styrene production process.

are cooled before entering the condenser. The condenser separates
the condensable components (ethylbenzene, styrene, toluene and
benzene) from the rest, which are purged. Condensable compo-
nents are separated in a distillation sequence and benzene, toluene
and styrene are the products of the process, whereas unreacted
ethylbenzene is recycled to the first reactor. The goal of the study
is to identify trends and key features of the system of reactors that
enhance the overall process performance in terms of profitability.
The problem data for the study is summarised in Appendix B.

5.1. Synthesis procedure: Level 1

The reactor type widely used in industry for the production of
styrene by dehydrogenation of ethylbenzene is the adiabatic reac-
tor [26]. The process representations for such reactor have not
been integrated in this work as it included as an instance of the
non-isothermal PFR. In order to determine the maximum AGP of
the typical industrial case, an adiabatic reactor model comprised
by mass and energy balances for the one-dimensional PFR cell
Ethylbenzene (Eb) kmol/h 36.87
Styrene (St) kmol/h 0.67
Benzene (Bz) kmol/h 0.11
Toluene (Tol) kmol/h 0.88
Steam kmol/h To be optimised
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Table 2
Design and operating conditions for the adiabatic reactor [30].

Parameter Unit Value

Reactor diameter m 1.95
Catalyst bulk density kg/m3 2146
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Table 4
Performance of the optimised designs for the styrene production process at Level
2B.

Structure Performancea Unit Value

PFR (MTR) + CSTR AGP M$/yr 11.13
CPU time h 2.87

PFR + PFR (MTRs) AGP M$/yr 11.36
CPU time h 7.05

PFR + PFR + PFR (MTRs) AGP M$/yr 11.37

T
C

Catalyst particle diameter m 4.7 × 10−3

Bed void fraction – 0.445
Inlet pressure Bar 2.4

aximum allowable and the optimal inlet temperature is 929 K.
part from the process with the adiabatic reactor, the other two
ase cases optimised in this stage include a processes with a sin-
le CSTR and a process with a single MTR. The option of exchanging
eat with either a heating or cooling media is explored in both cases.
he maximum profits identified for three base case processes are
resented in Table 3. Both CSTR and MTR are heated using utility.
he optimised process with the MTR outperforms the process with
n adiabatic reactor by 11%. The optimised process with a CSTR
nderperforms the process with the adiabatic reactor by 17%.

.2. Synthesis procedure: Level 2A

In the performance targeting step, the full superstructure (Fig. 5)
s optimised without imposing structural constraints, i.e. all struc-
ural and operational variables are explored such as reactor units
ddition or deletion, reactor type changes, temperature changes,
hanges to the bypasses and recycles between reactors and feed
istributions. PFRs (FBRs and MTRs) and CSTRs are considered
or the optimisation. A total of 30 optimisation experiments are
erformed. All the experiments start from different initial feasi-
le points. The maximum profit (performance target) identified is
1.37 M$/yr, which represents an 18% improvement with respect
o the adiabatic reactor. The analysis of all the experiments shows
hat:

Multiple reactors are present in all identified solutions. All the
reactors for the cases with higher objective function values are
PFRs (MTRs) except for a few cases, where the superstructure
consists of a PFR (MTR) followed by a CSTR.
Ethylbenzene side stream feeding is present in many of the final

process design candidates. Superheated steam side stream feed-
ing is not present in any of the final process design candidates.
Internal recycles between reactors are present in a third of the
final process design candidates. Recycle rates are small.

able 3
erformance of the base case designs for the styrene production process at Level 1.

Structure Performancea Unit Value

Adiabatic reactor AGP M$/yr 9.66
CPU time h 6.65

PFR (MTR) AGP M$/yr 10.73
CPU time h 0.93

CSTR AGP M$/yr 8.05
CPU time h 0.15

a AGP results are taken from the best cases out of ten converged optimisation
uns. CPU times (Intel XEON 2.0 GHz processor) are average values.

able 5
apital costs for styrene production process designs.

Structure Units External compressor

One PFR (MTR) structure M$ 0.30
Three PFRs (MTRs) structure M$ 0.25
Benefit (+)/detriment (−) M$ +0.05
Annualised benefit/detriment M$/yr +0.018
CPU time h 12.47

a AGP results are taken from the best cases out of ten converged optimisation
runs. CPU times (Intel XEON 2.0 GHz processor) are average values.

• Bypasses are present in almost none of the final process design
candidates.

5.3. Synthesis procedure: Level 2B

Targeted structures based on the analysis of results from the
previous structures are investigated. Two structural limitations are
imposed: No reactor units can be added or deleted during the opti-
mal search and no bypasses and recycles between reactors are
allowed. However, feed bypasses to the reactors are possible. The
three cases explored include the reactor combinations PFR followed
by CSTR as well as two and three PFRs connected in series. The
analysis of these designs shows that for the structure formed by
a PFR and a CSTR, the volume of the CSTR is minimised. There-
fore, its influence on the profit is small. The main reason for the
improvement in profit over the design with a single PFR (Table 3)
stems from the fact that 0.5 M$/yr is saved in superheated steam
due to the ethylbenzene side stream feeding identified. The two
structures that consist of series of PFRs, in which there is also ethyl-
benzene side stream feeding, produce very similar results. For two
PFRs in series, the AGP improves with respect to the single PFR
by 5.9% whereas for the three PFRs in series, it is improved by
6.0% (Table 4) and reaches the maximum objective identified in
the targeting stage.

In order to comprehend the difference in performances between
the processes with one and three PFRs, the results for both cases are
compared. The benefit/detriment in Tables 5–7 is of the three PFRs
structure with respect to the one PFR structure. For both cases, the
results of the solutions with the best AGPs are presented. The anal-
ysis of results shows that the ethylbenzene side feeding identified
for the three PFRs structure results in a flatter steam profile inside
the reactors (steam over reactant (SOR) at the inlet of the three
PFRs in series is at its lower bound), which increases the ethyl-
benzene conversion, the toluene and the benzene selectivity and
reduces the styrene selectivity (Table 7). This reduces the prod-
uct revenues by 0.40 M$/yr through reductions in styrene revenues
by 0.61 M$/yr which are partly offset by increases in benzene and
toluene revenues. However, these lost revenues are outweighed
by reductions in steam feed requirements. The process with three

PFRs in series saves 0.70 $M/yr in steam, 0.16 M$/yr in its compres-
sion and requires a smaller feed compressor (annualised value of
0.11 M$/yr) as compared to the process with a single PFR. In addi-
tion, the higher conversion of ethylbenzene for three PFRs in series
results in a lower amount of ethylbenzene recycled from the distil-

Feed compressor Reactor Heat exchanger network

1.04 0.22 1.75
0.75 0.32 1.65

+0.29 −0.10 +0.10
+0.108 −0.038 +0.037
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Table 6
Product values and operational costs (M$/yr) for styrene production process designs.

Structure Product value Raw material External compression Feed compression Reactor heating

One PFR (MTR) structure 29.17 16.11 0.11 0.47 0.52
Three PFRs (MTRs) structure 28.77 15.42 0.08 0.32 0.47
Benefit (+)/detriment (−) −0.40 +0.70 +0.03 +0.15 +0.05

Table 7
Selectivities (%), conversion (%) and SORa for styrene production process designs.

Structure Styrene selectivity Benzene selectivity Toluene selectivity Ethylbenzene conversion SOR reactor inlet SOR reactor outlet

One PFR (MTR) structure 92.56 2.77 4.35
Three PFRs (MTRs) structure 90.28 3.10 6.30

a SOR is the molar ratio of steam over reactant (see Appendix B).

F
t

l
i
a
w
s
a
c
j

p
o
t
w
r

A conceptual process design method for heterogeneously catal-
ig. 7. Temperature profiles for one and three PFRs in series for the styrene produc-
ion process.

ation section to the first reactor (from 17.5 to 14.1 mol/s), resulting
n a smaller external compressor (annualised cost of 0.018 M$/yr)
nd in operational savings (0.02 M$/yr). The reactors in the process
ith three PFRs in series further require less heating of the reaction

ection (Table 6) resulting in 0.05 M$/yr cost savings. The temper-
ture profile for both structures is presented in Fig. 7. Due to the
ost expression employed, three reactors are more expensive than
ust one with the same overall catalyst load (Table 5).

The lower cost of the heat exchanger network required for the
rocess with three PFRs can be mainly explained as a combination

f two factors. First, there is less recycle from the distillation section
o the inlet of the reactor to be heated. Second, there is 36% less
ater to be fed and therefore to be heated. The overall effect is a 24%

eduction of the heat exchange area target. However, the process

Fig. 8. Conceptual design ca
98.97 7.0 11.0
99.17 7.0, 7.1 and 7.0 8.9, 8.3 and 8.8

with three PFRs requires four more heat exchangers as compared
to the single PFR structure. Still, the net result is a lower cost heat
exchanger network saving 0.037 M$/yr overall.

As a result of the conclusions extracted in the multi-level
approach, the proposed optimal conceptual process design candi-
dates for detailed study are the processes with either two or three
PFRs (MTRs) in series and ethylbenzene feed distribution (Fig. 8).
The design closely approaches the target identified in Level 2A and
outperforms a process with a conventional adiabatic reactor by 18%
in terms of the profit objective employed.

All optimal solutions for levels 1, 2a and 2b have as an active con-
straint the lower SOR limit at the inlet of every active reactor, which
is specified as seven [29] to prevent coke formation on the catalyst
surface and to eliminate coke deposits from the catalyst surface to
regenerate it. This explains the preference for solutions in which
ethylbenzene feed is distributed in Level 1 and the higher perfor-
mances of 2 and 3 MTRs with respect to a single one. In addition, the
operating temperature in the reactors is limited for all active reac-
tors by the feasible heat exchange media profiles as defined in Fig. 2
at least in one discretisation point. Finally, the maximum amount
of catalyst load for each superstructure is also an active constraint
for all solutions in all synthesis levels. In terms of reactor choices,
MTRs are the main reactor type in the final solutions. This is due to
the greater heat exchange areas that these reactor types offer over
FBRs and CSTRs.

6. Concluding remarks
ysed gas-phase reaction systems has been presented. The method is
based on tailored process superstructure optimisation schemes and
enables the identification of the performance limits of the system as
well as the evaluation of the relationship between individual design

ndidate after Level 2B.
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eatures and performance through a multi-level synthesis strat-
gy. This allows the coordinated exploration of trade-offs between
erformance and structural complexity.

The method leads to a number of potential design candidates
hat provide the design engineers with insight into the perfor-

ance gains that can be expected by increasing design complexity.
his information is useful to the design engineers to support deci-
ions on the acceptable trade-off between the level of complexity
nd the performance. Further, more detailed studies can then be
argeted to only a few alternative process designs. Similarly, addi-
ional studies can be targeted to explore design trends for changes
n economic parameters as the choice of the best solution is often
ensitive to differences in feedstock and utility costs of the ranges
hat are normally seen between different locations. The evolution
f the promising designs using detailed models will be the subject
f a separate publication.

ppendix A. Modelling information

The overall heat transfer coefficient (U) is determined according
o:

1
U

= 1
Ureactive media

+ ıwall

�wall
+ 1

Uutility media
(A1)

here ıwall is the thickness of the wall of the reactor tubes and
wall its conductivity. The overall heat transfer coefficient for the
tility media (Uutility media) is set to a typical value for its kind. The
alculation of the overall heat transfer coefficient for the reactive
edia (Ureactive media) depends on the mixing pattern (CSTR or PFR):

STRs are assumed to have a conical section shape and their over-
ll heat transfer coefficient for the reactive media is assumed to be
00 W/m2/K for the petrochemical applications studied using the
roposed approach. A fluidised bed reactor (FLBR) is a type of reac-
or that can be represented by a CSTR and has the best heat transfer

roperties. Since what it is intended to do is to set a maximum
imit on the heat exchanged, the heat transfer coefficient for the
eactive media has been chosen to be 75% of the highest value for
FLBR found in the literature (Kelkar and Ng [31] suggest values
etween 50 and 800 W/m2/K). For PFRs (FBRs or MTRs), the overall
eat transfer coefficient for the reactive media is calculated from
ixon [32]:

1
Ureactive media

= 1
hw

+ rt

3�e,r

Bi + 3
Bi + 4

(A2)

Following Koning [33], the wall heat transfer coefficient (hw)
an be correlated to the effective radial thermal conductivity (�e,r)
f the bed using the Biot number (Bi) and the radius of the tube (rt):

i = hwrt

�e,r
= 1.5NRe−0.25 (A3)

here the aspect ratio (N) is:

�0
r

�f
= (1 −

√
1 − ε) + 2

√

1 −

B = Cf

(
1 − ε

ε

)1.11

Cf = 2.5 (for cylinders)
= dt

dp
(A4)

nd dt is the diameter of the tube and dp is the diameter of the cata-
yst particle. For the cases where the catalyst particles are cylinders,
ineering Journal 163 (2010) 438–449 447

the diameter of the sphere of the catalyst particles is substituted by
the equivalent diameter of the sphere of the catalyst particles (dv

p):

dv
p = dp

(
3
2

hp

dp

)1/3

(A5)

where hp is the height of the catalyst particle. Then, the effective
radial thermal conductivity can be expressed as the sum of two
terms:

�e,r = �0
r + �f

r (A6)

where �0
r is the effective thermal conductivity due to conduction

in the fluid and the solid phase and �f
r is the effective thermal con-

ductivity due to convection. With the help of the fluid conductivity
(�f), the previous equation can be written in dimensionless form
as:

�e,r

�f
= �0

r
�f

+ Pe0
h

Pe∞
h,r

(A7)

where Peh,r is the Peclet number for radial heat conduction (∞ indi-
cates at sufficient high velocity) and Pe0

h is the fluid Peclet number
for heat transfer, which can be expressed as:

Pe0
h = u0�fCpfd

v
p

�f
= Re · Pr (A8)

where u0 is the superficial velocity, �f is the density of the fluid, Cpf
is the fluid specific heat and Pr is the Prandtl number. Bauer and
Schlünder [34] proposed the following expression for the Peclet
number for radial heat conduction:

Pe∞
h,r = 8 ·

[
2 −

(
1 − 2

N

)2
]

(A9)

After omitting radiation and direct particle-to-particle heat
transfer contributions and the system pressure influence, Bauer and
Schlünder [35] found the following expression for the ratio �0

r /�f:

ε
1

[
B(1 − �−1)

(1 − B�−1)2
ln

(
�

B

)
− B − 1

1 − B�−1
− B + 1

2

]

2.5

(
1 +

(
di

dp

))
(for rings)

1.25 (for spheres)

(A10)

where di is the inner ring diameter and the ratio of thermal con-
ductivities of the solid and the fluid phase (�) can be considered
to be 10 [36]. The void fraction (ε) for randomly filled beds can be
measured following Winterberg and Tsotsas [37] who proposed its
calculation as:

ε(r) = ε∞

(
1 + A exp

[
−B

rt − r

dp

])

A = 0.65
ε∞

− 1

B = 0.6

(A11)

where r accounts for the radial position inside the tube. For dense
beds of cylinders with height of particle similar to length of particle,
ε∞ is in the range between 0.25 and 0.35 [37]. The value selected
in this work is ε∞ = 0.3. ∞ Accounts here for an infinitely expanded
bed. By integration, the average bed porosity is derived as

ε̄ = 2
rt

∫ rt

0

ε(r)rdr (A12)
Appendix B. Problem data for illustrative example

The problem data in terms of prices for the raw materials
and products and data related to the reactors are summarised in
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Table A1
Problem data.

Parameter Unit Value

Ethylbenzene price $/ton 429.51
Styrene price $/ton 988.94
Benzene price $/ton 394.30
Toluene price $/ton 367.91
Ethylene price $/ton 0.0
Methane price $/ton 0.0
Superheated steam price $/ton 19.98
Max. catalyst load per design Elnashaie et al. [26] kg 10,895
Wall thickness m 2 × 10−3

Thermal conductivity of wall W/m/K 15
Maximum permissible temperature K 1000
Minimum permissible temperature K 400
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[

Catalyst particle height m 4.7 ×
Catalyst particle diameter m 4.7 ×
Cold utility heat transfer coefficient (molten salt) W/m2/K 7523
Hot utility heat transfer coefficient (molten salt) W/m2/K 19,873

able A1. In designs with more than one reactor present, the cat-
lyst load used within the superstructure must remain below the
aximum catalyst load. Catalyst particles are assumed to be cylin-

rical. The molar ratio of the steam to ethylbenzene, SOR (steam
ver reactant), is required to be greater than seven to prevent coke
ormation on the catalyst surface and to eliminate coke deposits
rom the catalyst surface [29]. SOR is restricted to remain below 20
o follow industrial practice [29]. Since styrene catalyst is relatively
heap and is only replaced every 1–2 years [38], its impact on the
otal cost is very low. Therefore, the catalyst cost is not considered
n the objective function. The cost of the FBR is calculated as the
ost of a pressure vessel [39]:

BRcost = FP(10K1+K2·log(volumereactor) + K3 · log(volume2
reactor)) (B1)

here:

p = (Pmax + 1.0)Dv

[[2.0(850 − 0.6(Pmax + 1))] + 0.00315] · 0.0063
(B2)

here Dv is the diameter of the vessel and Pmax the maximum
ressure in the vessel. The parameters take the following values:
1 = 3.49, K2 = 0.38 and K3 = 0.09. CSTR and MTRs are priced multi-
lying a factor (5 and 30, respectively) by the price of a FBR with
he same catalyst load. The factors are derived from information
btained from ASPEN Icarus and Luyben [40].

Short-cut distillation methods are employed to model the dis-
illation columns. It is assumed that this case study is a retrofit
cenario in terms of reactors, in which the separation section is
lready in place when the synthesis exercise begins. The equations
mployed are the Fenske equation to calculate Nmin, the Under-
ood algorithm to calculate Rmin and the Gilliland correlation in

he Eduljee form to calculate the reflux. The condensed fractions
n the condenser are assumed to be 100%, 99.5%, 99% and 98% for
tyrene, ethylbenzene, toluene and benzene respectively [41]. The
xit temperature of the cooler prior to the flash unit is set at 333 K
t a pressure of 1.9 bar. The solubility of non-condensable gases in
he organic phase is assumed to be negligible, and the organic com-
ounds totally immiscible in water. In the first distillation column
fter the flash drum, the recovery fractions for the light key compo-
ent (toluene) and for the heavy key component (ethylbenzene) are
ssumed to be 99.9%. In the benzene/toluene distillation column,
he recovery fraction for toluene is assumed at 99.9% with a purity of
9.7%. In the ethylbenzene/styrene distillation column, the recov-
ry fraction for styrene is assumed at 99.7% with a purity of 99.7%.

he amount of ethylbenzene recovered in the column and recycled
o the first reactor is calculated by short-cut design method. Since
he fraction recovered in the column must be specified in advance
o close the recycle, the recovery for ethylbenzene fed to the column
s assumed to be 99.9%. The structure is accepted if the calculated

[

[

[

ineering Journal 163 (2010) 438–449

and estimated values are within a specified tolerance according to:

−0.001 ≤ fraction calculated − 0.999
0.999

≤ 0.001 (B3)

For all the distillation columns the reflux is assumed to be 1.1
times the minimum reflux. All streams into and out of the columns
are considered for the heat integration.

The cold utility is specified to be cooling water that is fed
to the system at 300 K and returned at 319 K with a cost of
2.47 × 10−7 $/gmol [42]. The process heating requirements are met
by a hot utility and by a furnace. The price of the hot utility is
assumed at $60/kWyr. The price of furnace fuel is 174 $/kWyr [43].
Reactors are not heat integrated with the rest of the process because
of controllability issues. If the reactor requires heating, a cost of
174 $/kWyr is applied. The capital cost for the heat exchanger
network is estimated according to Luyben [40] assuming heat
exchangers with equal area [44]. The fixed cost of the furnace is
estimated according to Tantimuratha et al. [43]. The compressors
are assumed to perform adiabatic compression of ideal gases with
75% efficiency and are costed according to [40]. The price of elec-
tricity is assumed at $0.07 kWh. The interest rate is set to 5% and
the payback period to 3 years.
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